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• 
IPbus concept recap 

• 
The last 6 m

onths 
• 

µH
A

L status  
• 

C
ontrolH

ub status + perform
ance 

• 
IPbus Firm

w
are status 

• 
A

ddress assignm
ent solutions 

• 
IPM

I com
m

ents 
• 

Future plans 
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IP
b
u
s
 is

…
: 

• 
A system

 for control of µTC
A

-based hardw
are over Ethernet 

• 
R

eplacing the V
M

E
 H

A
L, and associated C

A
E

N
 drivers/controllers 

 

• 
B

aseline system
 consists of: 

• 
IP

bus Firm
w

are: receives and acts upon IP
bus protocol instructions 

sent over U
D

P.  

• 
µH

A
L: the end-user program

m
ing interface. 

• 
C

ontrolH
ub: form

s a single point of contact w
ith the hardw

are, 
serialising transaction requests from

 m
ultiple active µH

A
L clients. 

• 
D

eveloped entirely in-house 
• 

B
ased on com

m
onplace standards – no industry “lock-in”. 
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• 
The protocol describes the basic transactions: 
• 

R
ead 

• 
W

rite 
• 

N
on-increm

enting R
ead/W

rite 
• 

A
tom

ic M
asked W

rite (R
ead/M

odify/W
rite) 

• 
A

32/D
32 

• 
W

ord-addressable, not byte-addressable 
• 

16 G
iB

 m
axim

um
 addressable space per A

M
C
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• 
Each transaction request/response 
is self-contained 
• 

H
as its ow

n header and body 
• 

Transport protocol agnostic 
 

• 
Transactions can be concatenated 
together into the sam

e packet 
• 

Q
ueue requests and dispatch 

w
hen necessary 

• 
Im

proves netw
ork transport 

efficiency 
• 

M
ajor difference to V

M
E

! 
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• 
IPbus is designed to be very easily scalable: 
• 

From
 sim

ple bench-top testing of a single/few
 cards: 
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• 
A

ll the w
ay up to som

ething m
uch, m

uch bigger: 

   M
any topologies possible – this is just an exam

ple.  M
ore on this later. 
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• 
M

any different groups developing hardw
are control technologies 

• 
M

arc M
agrans becom

es very w
orried…

  
• 

O
ne project is better - or at least unite under com

m
on A

P
I 

• 
A

P
I review

 and requirem
ents gathering begins at end of 2011 

• 
O

nline C
o-ordination review

s com
peting system

s Jan/Feb 2012 

• 
D

etailed presentation of the IP
bus concept w

as given 
• 

https://indico.cern.ch/getFile.py/access?contribId=0&
resId=0&

m
aterialId=slides&

confId=164330 

• 
O

nline co-ordination gave ruling in early M
arch 

• 
IP

bus w
ill be hardw

are access baseline 

• 
µH

A
L to be rew

orked to form
 the com

m
on A

P
I, w

ith IP
bus as one of 

the protocol options. 

• 
IP

bus/µH
A

L project to be integrated into C
M

S
 online softw

are 
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• 
C

M
S requirem

ents capture for: 
• 

N
etw

ork addressing + hardw
are address assignm

ent 
• 

Locking and synchronisation 
• 

This is still ongoing, as m
uch com

plexity here 
• 

P
articularly w

ith regards to addressing 
• 

S
ee D

ave N
ew

bold’s section of this talk for m
ore detail on this. 

 • 
M

id/late M
arch 

 now
: 

• 
IP

bus project m
igrated into C

E
R

N
-held S

V
N

 repository. 
• 

W
ork begins on required changes to µH

A
L &

 C
ontrolH

ub softw
are 

• 
P

ackaging of dependencies, integration into nightly build system
, 

R
P

M
 build system

, etc. 
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• 
Supports IPbus Protocol v1.3 – direct or via C

ontrol H
ub 

• 
B

aseline features specified by A
PI review

 com
plete…

: 
• 

http://cactus.w
eb.cern.ch/cactus/docum

ents/uhal_api_poposal/htm
l/annotated.htm

l 

• 
…

but still in final stages of integration testing w
ith the C

ontrol H
ub 

• 
N

ew
 config file: 

• 
A

bstract board nam
es (e.g. h

c
a
l
.
c
r
a
t
e
1
.
s
l
o
t
1) to addresses 

• 
Som

e H
C

A
L addon requests still in progress 

• 
R

PM
 packaging of externals and µH

A
L itself is largely com

plete 

• 
C

aveat:  although C
++ A

PI is now
 fixed, the address-m

apping 
config files w

ill probably still evolve (see D
ave’s slides). 
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• 
N

ew
 C

ontrol H
ub is functionally com

plete + fully tested 
• 

S
till im

plem
ented in E

rlang 
• 

100%
 configuration-free im

plem
entation - just start it running 

• 
C

om
patible w

ith IP
bus P

rotocol v1.3 

• 
Still to do: 
• 

B
uild R

P
M

s of C
ontrolH

ub and dependencies. 
• 

S
om

e non-critical secondary features still need to be added: 
• 

P
roper logging 

• 
D

aem
on startup script 
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• 
M

any iterations of client sending 4 K
B

 non-incr. read request to 
various num

bers of hardw
are targets. 

• 
Each client request for a particular target results in 30 U

D
P packets 

being sent (total read of 4 K
B

 per iteration). 

• 
Sim

ple test-client used (not µH
A

L) 
• 

S
ends hand-crafted packet, 

• 
W

aits for response, checks ok 
• 

R
epeat. 

 • 
B

andw
idth results are for application bandw

idth 
• 

O
nly the returned useful payload in used in calculations. 
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Scaling cf. 

single Target 
1 

1.00 
2 

1.02 
3 

1.08 
4 

1.08 
5 

0.87 
6 

0.90 
7 

0.82 
8 

0.78 
9 

0.68 
C

ore pow
er/throttling 

state affects scaling? Erlang scheduler 
starts using 2 cores 

Erlang scheduler 
starts using 3 cores 
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• 
M

ultiple clients sending requests for all 9 targets sim
ultaneously. 

• 
Sum

 the data rate received by n active clients, w
here n = 1 - 4 
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C
an’t explain 

this scaling 
fully yet, but 

it’s good! 
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Firm
w

are Status!
‣ Firm

w
are com

ponents!
‣ IPbus control logic and fabric + Exam

ple slaves!
‣ U

D
P-driven and SPI-driven bus m

asters!
‣ Exam

ple Ethernet and clocking im
plem

entations!

‣ Status!
‣ U

D
P firm

w
are is now

 rather m
ature and debugged (50+ users)!

‣ Latest (final?) protocol changes in im
plem

entation and testing!
‣ Em

phasis turning to perform
ance and reliability enhancem

ents!

‣ Perform
ance!

‣ C
urrent firm

w
are targets m

inim
al resource usage!

‣ C
an be used even in sm

all low
-cost FPG

A
s!

‣ Perform
ance w

as so far not the key target!
‣ Ethernet perform

ance strongly depends on buffer size!
‣ Buffer sizes are now

 param
eterised to allow

 size / perform
ance tradeoff!

‣ W
ith a 16 jum

bo fram
e buffer, w

e should reach gigabit w
ire speed!
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A
ddressing Schem

e, etc!
‣ A

ction from
 last m

eeting!
‣ D

eliver a short docum
ent proposing an IP addressing schem

e!
‣ D

raft docum
ent m

ay be found at: http://cern.ch/frazier/uH
A

L_netw
ork_addressing.pdf !

‣ C
om

m
ents and input are necessary and w

elcom
e!

‣ C
overed in the (not-so-short) docum

ent!
‣ N

etw
ork topology for connection of uTC

A
 hardw

are!
‣ A

ssignm
ent of M

A
C

 and IP addresses to hardw
are!

‣ C
onfiguration of m

odule addresses at startup / hot-sw
ap!

‣ M
apping of ‘sym

bolic’ (uH
A

L) m
odule nam

es to addresses!
‣ Several questions and options – input needed!

‣ U
se cases considered!

‣ A
 full ‘C

M
S counting room

’ setup w
ith hundreds of m

odules!
‣ A

 test-beam
 setup w

ith a single crate!
‣ Single m

odule on a bench!
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N
etw

ork &
 A

ddressing: K
ey Points!

‣ N
etw

ork topology!
‣ A

M
C

 m
odules are not connected to the general-purpose netw

ork!
‣ Packets cannot be directly routed from

 arbitrary m
achines to A

M
C

s!
‣ H

ardw
are is connected via a bridge m

achine (‘firew
all’)!

‣ This can host a control hub, uTC
A

 System
 M

anager, D
C

S-IPM
I bridge user application, etc!

‣ N
othing prevents a hardw

are control application to run directly here – the ‘old m
odel’!

‣ A
 single bridge m

achine can host several uTC
A

 carriers!
‣ O

ne interface on general-purpose netw
ork, n others connect to uTC

A
 carriers!

‣ N
etw

ork addresses!
‣ A

ll Ethernet-connected hardw
are has ‘official’ unique M

A
C

 address!
‣ M

A
C

 addresses are hardcoded or in non-volatile storage!
‣ IP addresses are assigned by an address assignm

ent daem
on!

‣ The daem
on effectively form

s part of the System
 M

anager com
ponent!

‣ Tw
o IP address assignm

ent m
echanism

s: IPM
I-based or RA

RP-based!
‣ The tw

o m
echanism

s cover different system
 scales and use cases!

‣ IP addresses are from
 the 192.168.x.y private space!
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N
etw

ork T
opology / Bridge H

ost!
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N
am

e – A
ddress M

apping!
‣ uH

A
L sym

bolic nam
es!

‣ H
ierarchical nam

es of the type subsystem
.crate.m

odule!
‣ e.g. H

C
A

L.sector2.m
odule_a / G

C
T.input_crate.slot2!

‣ N
am

ing schem
e assum

es nothing about the protocol or hardw
are!

‣ ‘Slot’ has no m
eaning at this level – but m

odules are num
bered!

‣ M
apping to IP addresses!

‣ Tw
o-file configuration solution!

‣ M
ap subsystem

.crate to a physical uTC
A

 carrier (and a bridge host)!
‣ M

ap m
odule nam

e to a ‘m
odule num

ber’, used as last byte of IP address!
‣ The uH

A
L know

s w
hich bridge host to talk to!

‣ C
om

pletely transparent to user application – no know
ledge of IP address is needed!

‣ The bridge host routing table sends packets to the right interface!

‣ Future ideas!
‣ This schem

e is not IP or U
D

P specific!
‣ C

an extend to PC
Ie-connected m

odules (or even V
M

E)!
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IPM
I C

om
m

ents!
‣ O

ur (unam
bitious) goal!

‣ Find out how
 to (easily) obtain list of active A

M
C

s via IPM
I!

‣ Find out how
 to send arbitrary com

m
ands to A

M
C

s!
‣ Test IP address assignm

ent m
echanism

!

‣ The experience!
‣ N

ot good: O
pen source tools do not ‘understand’ TC

A
 IPM

B topology!
‣ Sending raw

 com
m

ands is possible, and w
orks, but ugly!

‣ Things w
ill unravel fast if errors or lost packets occur on the IPM

B!
‣ V

endors do not appear interested in support, fixing bugs!
‣ Possible to crash N

A
T M

C
H

 w
ith m

alform
ed IPM

I packets!

‣ M
M

C
 code!

‣ IPM
I address assignm

ent needs agreed IPM
I extensions by M

M
C!

‣ W
e have converged on an SPI interface betw

een M
M

C
 and FPG

A
!

‣ Proposal: use SPI fns (Tom
 G

orski) for out-of-band access to IPbus space!
‣ This can include read-only config inform

ation and read-w
rite configuration space!
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• 
Expect a first R

PM
 release in late June 

• 
U

sable com
piled from

 source before then if desperate. 
• 

Frequent and regular releases w
ith new

 features after this 
• 

M
uch initial effort gone into test, packaging + release m

achinery. 
• 

This effort is ~one-off  
• 

N
ew

 features to com
e are: 

• 
H

C
A

L “addons”. 
• 

S
upport for new

, higher-perform
ance firm

w
are 

• 
Locking + sychronisation features 

• 
E

volution of addressing 

23rd M
ay 2012 

S
tatus of the IP

bus P
roject 

22 



R
obert Frazier, B

ristol U
niversity 

C
o
n
c
lu

s
io

n
s
 

• 
First R

PM
 release of new

 µH
A

L and C
ontrol H

ub expected in June 
• 

Initial release w
ill support sm

all footprint IP
bus v1.3 firm

w
are only 

• 
M

any of the m
ore advanced requirem

ents for a full-scale C
M

S 
deploym

ent now
 understood 

• 
D

raft docum
ent now

 available for hardw
are address assignm

ent 
• 

N
eeds further collaboration input and review

 
• 

M
ore needed…
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• 
A

nalogous to a VM
E crate controller + driver softw

are 
• 

The C
ontrol H

ub form
s a single point of contact w

ith the hardw
are 

• 
“O

w
ns” the hardw

are netw
ork 

• 
C

ontrol H
ub can also be thought of as an IP

bus packet router 

• 
C

urrent functionality 
• 

A
ccepts up to 64 sim

ultaneous m
icroH

A
L clients 

• 
M

akes best use of available bandw
idth 

• 
B

andw
idth to each board is m

ultiplexed across gigabit connection 

• 
H

ighly scalable – can control m
ultiple crates of boards 

• 
P

retty m
uch only lim

ited by num
ber of E

thernet connections and 
C

P
U

 cores you can cram
 in a single rack P

C
. 
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• 
“C

ontrol H
ub” acts as single point of contact w

ith hardw
are 

• 
C

ontrol app. can now
 safely instantiate independent client threads 
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• 
Extensive test system

 in B
ristol 

• 
O

n three rack PC
s, w

e run: 
• 

M
ultiple µH

A
L instances 

• 
S

ingle C
ontrol H

ub 

• 
M

any (logical) IPbus hosts…
 

• 
R

unning on five physical 
developm

ent boards 
• 

1 x S
P

605 
• 

3 x A
tlys S

P
605 E

quiv. 
• 

1 x Avnet V
5 
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• 
A

nd at Im
perial w

e have 
• 

The TM
T calorim

eter-trigger 
dem

onstrator! 
• 

6 x M
ini-T V

5 boards 

• 
IPbus over U

D
P has so far 

proved very solid 
• 

E
xtensive soak-testing  

perform
ed 

• 
G

ood understanding of packet 
lost rates (1 in ~200 m

illion) 
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